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Abstract

The field of Bayesian Networks has had an enormous development over the last
few years and is one of the current key topics of research in the design of statistical
machine learning and data mining algorithms. Bayesian networks are a natural mar-
riage between two areas in mathematics: graph theory and probability theory. A
Bayesian net encodes the probability distribution of a set of attributes by specifying
a set of conditional independence assumptions together with a set of relationships
among these attributes and their related joint probabilities. When used in this
way, Bayesian networks result in a powerful knowledge representation formalism
based on probability and provide a natural way of dealing with uncertainty and
complexity, two recurring topics that have impact across a wide range of knowledge
domains. The present paper addresses the issue of learning the underlying model
of the Bayesian network, expressed as a digraph, which includes the specification of
the conditional independence assumptions among the attributes of the model; and
given the model, the conditional probability distributions that quantify those de-
pendencies. We heuristically search the space of network structures using a scoring
function based on the updated version of the Minimum Description Length Princi-
ple, that takes into account the volume of the model manifold [1] [2]. We present
empirical results on synthetic datasets that analyse the relative effectiveness of this
approach when varying the size and complexity of a Bayesian network.
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